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* Histogram Query

The Noisy Response

* Noisy response : ex. fo guarantee stronger privacy

e The added noise is at most §,,
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e Goal : to extract the data set partially

motivation: privacy, cost of data extraction, etc.
e Key question : how many queries does the analyst required ?

 Query complexity : minimum number of queries to reconstruct the data set

e In noiseless case, i.e. §,, = 0, the query complexity in [1] is proven to be © (1 " )
ogn

Also, in [2], an AMP algorithm is proposed to decode the data set

[1] [.-H. Wang, et. al “Data extraction via histogram and arithmetic mean queries: Fundamental limits and algorithms,” Proceedings of IEEE International Symposium on Information Theory 2016

[2] Ahmed El Alaoui, et. al “Decoding from Pooled Data: Phase Transitions of Message Passing ,” Proceedings of IEEE International Symposium on Information Theory 2017
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Partial Data Reconstruction

e x: original data set

X : recovered data set

® k‘n-dIS'fOl"flon . dHamming(Xy}A() < kn

Introduction 6 Wei-Ning Chen
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Main Result

query complexity: non-polynomial

query complexity: sub-linear
(same as the noiseless case ! )

Introduction

0.5
K (distortion)
7 Wei-Ning Chen



The rest of the talk...

e Problem Formulation

e Data extraction as a linear inverse problem

e Sketch of Proof :
A. Regime 1 : Impossibility of Poly-n Query

B. Regime 2 : The Fundamental Limit of Query Complexity

e Summary

8 Wei-Ning Chen
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The Equivalent Linear Inverse Problem

e Equivalent linear inverse problem :
> Given an oufput ¥y = Qx + A

> Find the corresponding data set %X : ||QX — y|| < 4, and dHamming(X,fi) < k,

 The noise level isJ,, if the difference in each single query is at
most §,, <= ||A|lcc < dp(<= Vi, A; <I,)

* Query complexity T*(k,,, d,): minimum number of queries required
to extract data set within distortion k,,, under noise level 0,

Formulation 12 Wei-Ning Chen
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Regime 1: Impossibility of Polynomial Query Complexity

1
* Regime 1: d > (2 - ¢)k, for any € > 0 (the noise is too large)
T (kn,d,) = Q (exp (n))

0.5
K (distortion)
Regime 1 14 Wei-Ning Chen



Impossibility of Polynomial Query

* Proof idea : without sufficient number of queries, there exists
more than one possible data set which are consistent with the

response.
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Impossibility of Polynomial Query

e Therefore, we have the following lower bound on T’ (ky,, 0,) :

T (ks 6n) > n
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Impossibility of Polynomial Query

e Therefore, we have the following lower bound on 7', (ky,, d,,) :

52
solve the op’rimiza‘rionm Z C EXP (_n = C CXPp (nZd_l{)

and apply Chernoff ineq.
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Regime 2: Achievability and Converse

1
e Regime 2: d < 5 (the noise is small enough)

T (ky,0n,) =06 (n/logn)

0.5
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Achievability : Random Sampling

Random sampling is considered

Evert item is included to the queried subset with probability1/2

1
> (Q);; ~ Ber (5)
The probability of failure :

Pf (X; kn75n) =

P {3 a confused x which is consistent with the query output}

If number of queries is 2(n/logn) then P¢(x; ky,,6,) — 0 as n — o
> Applying Chernoff bound on failure event

Achievability 19 Wei-Ning Chen



Converse Lower Bound

e Necessary condition :
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Summary
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Thank you for your attention !
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